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1 A Reaction-Diffusion model

1.1 Preliminary assumptions

Our approach is an adaptation of the models proposed in [1] and later in
[2]. We first assume our system is two dimensional, or in other words, has
cylindrical symmetry. This assumption, justified in [2], requires that both
the laser profile and the nucleus and its contents do not vary along the z-
axis. This also means circular symmetry of the nucleus with respect to the
center of the bleaching spot. Denote the tagged proteins as our ‘particles’ or
‘molecules’. We assume particles do not experience drift (directed transport)
and that binding sites are evenly spread in the parts of the nucleus where
they exist (compare, e.g., [3]). We also use the standard assumption that
the system is in equilibrium prior to the bleaching and remains so during
the entire bleaching and observation periods. Put differently, we assume
bleaching only affects the visibility, but not any other chemical or physical
property, of the particles. The bleaching profile is assumed to be perfectly
circular, that is, all molecules within radius 7, and only these molecules, lose
their fluorescence at time ¢ = 0 when the bleaching step ends. See Section
2.1 for a discussion on the validity of this assumption and on implementation
issues. The nucleus is assumed to be a perfect circle of finite radius r,.

1.2 FRAP Model definition

We assume particles diffuse freely (perform Brownian motion) and also react
with a single type of binding sites (for treatment of multiple binding states
see Section 1.6). The reaction is

k'on
F+8<e=¢, (1)

koff



where F' represents free particles, S represents empty binding sites, and C
stands for F'S complexes. The reaction on- and off- rates are ko, and kg,
respectively, and are r-dependent with the following general form:

k:((frz r<Tg,
kon(T') = {k’(O)

D < Ts,
kot (1) = (()g (2)
kg rs <1 <rTp.

We state below our results for any general combination of k((frz k(()if%, k:((,?l), k:(()‘;g
However, the specific cases that will be of highest biological interest are:

e Homogeneous binding. In that case, /{:((,Q = k(()?l) and k‘og = k:(()?g, namely
the reaction rate is the same everywhere in the nucleus.

e Internal binding. In that case, k(()Q > 0 and k:((,?l) = 0, namely the
reaction occurs only inside the bleached spot but not outside (k((;cl)C > 0,

k((ff)f) is irrelevant in this case).

e External binding. In that case, k:(()Q = 0 and k:(()%) > 0, namely the
reaction occurs only outside the spot.

In addition to the free and bound particles, we assume that some particles
are inert and immobile. These (fluorescent) particles, which we call the
static particles, reside in the nucleus, evenly distributed, but do not move
or participate in any reaction.

Denote the concentrations of the wvisible particles as f = [F], ¢ = [C],
and § = [B], and the concentration of the binding sites as s = [S]. Asin [1],
we assume the concentration of the binding sites is constant throughout the
experiment, or s = seq, because the chemical equilibrium is not disturbed by
the bleaching. We further assume [F'S]| complexes are immobile (compare,
e.g., [4]). We can thus write the following set of reaction-diffusion equations:

W = DV2f(r,t) — konf(r,t)seq + kogc(r, t),
acg; ) = kon f(7,t)Seq — Kofic(r, 1),

IB(T‘,t):,B(T‘,t:O), (3)

where D is the diffusion coefficient of the free particles. Eq. (3) is valid for
t>0,0<r<r, Notethat f = f(r,0,t) = f(r,t) and ¢ = ¢(r,0,t) =



¢(r,t) due to the assumed circular symmetry. The concentration of the free
particles, f, and its derivative must be continuous at r = rs. However the
concentration of the bound particles need not be. The static particles do
not move and do not participate in the reaction and therefore the equation
for their evolution is trivial and will be usually omitted henceforth.

To simplify the Eq. (3), let k), = konSeq be the pseudo-on rate,

of 2
“S_p ¥
ot \% f k’onf—i-koffC,
Oc
= k¥ f— . 4
ot konf kottc ( )

To simplify the notation, in the following we denote the pseudo-on rate
simply as the ‘on rate’ and £}, just as kon. Our equations can thus be
finally written as

or _ DV2f — konf + koftc,

ot

Oc

a = konf — kotc. (5)

The boundary condition is:

0
— t =0 6
50| =0 (6)

namely the boundaries of the nucleus serve as reflecting walls [5].

In FRAP, bleaching at ¢ = 0 removes all visible molecules from the
bleaching spot r < rs. Thus, the initial conditions are given as follows. For
the static particles,

B rs<r<ThH,

B(r,t = 0) = {0 r T (7)

because before the bleach, the concentration of the static particles is constant
in space and can be simply denoted with 5. For f and ¢,

r<Trg,

eq Ts <1 <Tp.

0
f(T‘,t:O):{ (o)

0 s
C(T,t:()): { (0) rer (8)

Ceqd Ts <T < Ty,



where fe(g) and cg?l) are the equilibrium concentrations of f and ¢, respec-

tively, for rs < r < r,. To find these, we calculate first the equilibrium
concentrations for r < rg, fe(é) and cgg). In equilibrium, all time derivatives
vanish. Thus k((f) e(é) — k(()gcéa) = 0. This gives one equation for e(é) and cég).
To find another equation, we need to define the detected signal.

Let the macroscopic measured signal in a FRAP experiment be the av-

erage concentration of visible molecules across the circle r < r,,

1 Tm
I(t) = —
(t) oz )

2rr[f(r,t) + c(r,t) + B(r,t)]dr. 9)

We denote 7, < rg as the monitoring radius. Z(¢) will later be calculated
analytically and compared to the experimental signal. At ¢ = 0, we demand

normalization or that Z(¢t) = 1 (Section 2.4). Since in equilibrium f(r <
rs) = féé) and c(r < rg) = cga), we have by normalization at ¢ = 0 that

fe(é) + c((eg) + B8 = 1. This is our second equation for fe(é) and cfj;f from which

(i) Kt (i) kS .
we have foq = (1 — ﬂ)k&)ikog and coq = (1 — B)kgﬁinkog' Since f must
be continuous, we have fe(g) = féfl). The time derivatives vanish also for

(o)
rs < r < r,, and hence cgg) = :‘(’3> ég). Thus, we finally reach
off

©=0-8—"

Cg%) =(1-

(10)

and by that we specified the initial conditions.

Eq. (10) for the equilibrium concentrations, along with Egs. (2), (5),
(6), and (8) for the differential equations system, and with Eq. (9) for the
detected signal, completely define the model.

1.3 Computational framework

The computational approach can be outlined as follows:

1. Set the parameters 7, 7s, 7y, 3, and the binding model (homoge-
neous/internal /external binding) according the experimental setup.

2. Given D, kon, and kog, solve the system of equations (5), (6), and (8),
and obtain Z(t).



3. Compare Z(t) calculated from the model to the experimentally mea-
sured intensity Zexp(t). Record the difference.

4. Modify D, kon, and kog, and jump to step 2.

5. Report the values of D, kon, and kog that gave the best fit to the
experimental data.

Note that although in principle there are four reaction rate parameters
k((fg, k(()g, k:o(fl), k((ff)f), in the practical cases of interest (homogeneous/internal /external
binding) there are only two free parameters and the other pair of parameters
are either zero/irrelevant or are determined from the first two (Section 1.2).
We can therefore refer unambiguously to the reaction rate parameters as
just kon and kog. Details on the implementation of the various steps, and
in particular, on the search in the parameter space to find the best fit, are
given in Section 2.6.

1.4 FRAP Model solution

To solve Eq. (5) and find the total intensity Z(¢), we Laplace transform Eq.
(5) t — p. Using the Laplace identity £ {%{} = pf — f(t = 0), this yields

for r < r,

pf(r,p) = DV2f(r,p) — k§) f(r, p) + kSe(r, p),
pe(r,p) = k§) £ (r,p) — kSde(r, p). (11)

For rs <r <1y,

pf(r,p) — £ = DV2f(r,p) — k) f(r,p) + k) c(r, p),
pe(r,p) — ¢ = k) f(r,p) — k) e(r,p). (12)

We use along this document the convention that the variable in parenthesis
defines the space we are working in. Thus, f(r,p) is the Laplace transform
t — pof f(r,t), etc. (we occasionally even omit the arguments when they
are clear from the context). The equation for ¢ is algebraic and is easily
solved in terms of f,

(@)
KR (r0) -

c(r,p) = (o>+,f> (13)
Ceq thon F(r:p) ©) re <1 <Tp.
+koff



Substituting Eq. (13) in Eq. (12) we obtain the following ordinary differen-
tial equation for f:

V2 f(r,p) = {qg frp) <. (14)

qz (T,p)—V rs <1 < Tp,

where
0 = % (1 + (z))
P+ koﬂ
k)
G5 = % <1 + (O)> , (15)
D+ kg
and
o ( @ )
V=" 1 —2 : (16)
(0)
D p + koff

In the equation for V' we used the relation c,(ag) = (k(()%) / k:c()?g) e(g). Writing

the Laplacian in Eq. (14) in cylindrical coordinates, we have

2
82f+1(9f_{qif r<Ts, (17)

o2 ror | @f-V re<r<r.

The solution of the last equation is a combination of modified Bessel func-
tions of the first and second kinds [6]:

Fe Aly(g;r) y r<rs, (18)
BIy(qor) + CKo(gor) + 2 Ts <71 <Tn,

where we eliminated the modified Bessel function of the second kind Ky in

the region r < rg because K diverges at r = 0. We now demand continuity

of f and its first derivative at r = 7y and the boundary condition at r,.

This results in the following linear system of equations for the coefficients

{A,B,C}:

v
AID(QZ'TS) = BIO(QOTS) + CKD(qOTS) + ?7

o

AQiII(QiTs) = BQOII(QOTS) - quKl <QOrs>7
BIi(qorn) — CK1(gorn) = 0, (19)



where we used the relations I()(r) = I1(r) and K/ (r) = —K;(r). The solution
of these equations is:

V 4o II(QOTS)KI(Qorn) - II(QOrn)Kl(QOTs)

A= Lo
q% q; den ’
B— KII(QiTs)Kl(QOTn)
q? den ’
~ V Ii(qirs) I1(qorn)
C = q—g don ) (20)

where

den = (qi/QO)IO(QiTS) [Il (QOTS)Kl (QOTn) -1 (QOrn)Kl (QOTS)]
— Ii(qirs) [11(gorn) Ko(qoTs) + Lo(qors) K1(qorn)] - (21)

We thus obtained f for all r. Using f, the concentration of bound complexes
¢ is given in Eq. (13). The total signal is (in Laplace p space)

T() = — | 2mf(rp) +lrp) + Al p)lar
T ()
_ 1 2rf(r,p) (1 + kon(i)> dr

2
Tm Jo p+koff

1 30 Tm
=24 |1+ — @ / rlo(gir)dr
Tm P+ koﬂ 0

— 24 (1 + ki : ) Li(4irm) (22)
P+ ]{;(()Zff qiT"m

Since 7, < rs, we could use the expressions for f, ¢, and § in r < rg
(e.g., B(r < rs,t) = 0, etc.). To solve the integral, we used the relation
[rI;(r)] = rIo(r). Note that A is given in Eq. (20) in terms of the given
parameters 7, and r,, as well as in terms of V', ¢;, and g,, which are given
in turn in Egs. (15) and (16) in terms of p and 3, D, k:((fg k:c(ff%, k(()?l), k(()(fff)
Thus, we obtained the total signal in terms of p and the given parameters.
To obtain Z(t), we need only invert Eq. (22) with respect to p. This is done
numerically, as explained in Section 2.6.

1.5 Limiting cases
1.5.1 Infinite time

Let the concentration of free and bound particles at t — oo be fo and cqo,
respectively. When t — oo, all free particles are evenly distributed in the



(7) .
nucleus. Thus for all » < ry, cs = %foo, while for r; < 1 < T, Coo =
off

(0)
Zf; foo- Static particles exist at all times in r; < r < 7, in concentration .
off
(4) 4 1.(4)
Let the total number of visible particles be N, and define p; = ko“kt.foff and
off
kb2 +kL2)
Po = k“;QOH' Then:
> (1 ko > oy (g ke > 2
N = fo |75 1+ﬁ —f—ﬂ'(rn—rs) 1+W —|—57T(rn—rs)
koff koff
= foort [r2pi+ (1, — r3)po] + B (1 = 12) . (23)

The total number of visible particles can also be computed from the initial
conditions at t = 0:

N = fég)ﬂ' (r,% — rg) (1 + :%;) + B (7“,21 - r?)
kég“ 2 2 25 2 2
=(1- B)Wﬂ (rn —13) (1 + k(();f)> + B (ry —73)
= (1= B)m (=2 T2 B (75— 12) (24)

Equating the last two equations we obtain,

1 (1—€)p,

o =(1-5)— : 25
fro= (L= 8)7 o UL (25)
where € = r5/r, < 1. The signal for long times is

(1)

T 00— (1452) 1o ppe
off
1
=(1-f)——— (26)
1+ 1—€2 po

Note that Z(t — oo) < 1 because visible particles were removed at ¢t = 0
and thus recovery cannot be complete. Also note that for € — 0 (an infinite
nucleus), the signal at long time is (1 — ), which is the mobile fraction.



1.5.2 The reaction-dominant limit

Consider the case when diffusion is extremely fast such that D — co. In this
case, the concentration of the free particles is always the same everywhere
the nucleus. The system of equations (5) becomes:

o k$) f - k(()fgc( )
80( ) (
_ o),
5 k f k
of 1 o 9 s 9clo)
T lm (‘ T Al
_ 62 (k.(()gc(l) — k(()zrzf) + (1 — 62) (k(()?f)c(o) - kc(;r)l)f) ) (27)

where ¢ and ¢(® are the concentrations of bound particles for r < ry and
rs < r < Ty, respectively, and € = rg/r, (Section 1.5.1). Note that (@),
9 and f are constants in space, and thus (27) is a system of ordinary
differential equations. The equation for f is justified as follows. Clearly, the
increase (per unit time) in the total number of free molecules is equal to

the total decrease in the number of bound molecules, 772 ( Dt )) +m(r2 —

2) 9l
s ot
throughout the nucleus, and thus the increase in the concentration of free
molecules is obtained by dividing the last expression by the total area of the
nucleus, m72.

Let us specify the initial conditions of Eq. (27). Denote by fpr, = f(t =

0) the post-bleaching concentration of the free particles. To calculate fyp,

we recall that at ¢t < 0, f = féé}) = fe(é) = foq = (1 — ﬂ)% and

) . Molecules that become free are immediately evenly distributed

write a conservation of material equation for the free particles fprrr2 =

foqm(r2 —72). Thus, fop = (1 — €2)feoq. For r < rg, ¢ (t = 0) = 0. For
(o) k(l)

re <1 < Tp, C(O)(t =0) = céq) = (1- B):(ém As in Section 1.4, we

Laplace transform Eq. (27) ¢ — p. This yields:

= k0 f — k)
pc(O) - Ceq = on f - k ) (0)
pf = (1= &) fug = € (kgf;w RQF) + (=) (KR — kG ). (28)



This is an algebraic system of equations. The solution of this system is

(%)
(i) = Kon/
P+ ki
o) — k(()?l)f + C<(s<oq)
D+ k(();f)

Foa1— )[1+ ki) ]

+k(“>

o 1’
1 1 —¢2 ko
p[ +€p+ <z)+< )P+k£?r>}

f= (29)

where we used the fact that k(")céi? = (()%) feq- The total signal is Z(p) =
f+cD . or,

I<p>=<1+ ‘(}2) [feq<16)<1+ M;)) . (30)

(o)
1 2 on 1 2 kon
b <otk (1-e )p+ “”}

As in Section 1.4, we obtain Z(t) by numerical Laplace inversion p — t. The
long times limit is exactly as in Section 1.5.1.

1.5.3 Diffusion only

The limit when the process is dominated by diffusion is obtained by substi-
tuting k:éln) = (()?1) = 0 in the equations of Section 1.4. We note that when
rm = rs < rp and f = 0, the total signal can be approximated by the

Soumpasis equation [7]

0= [ )+ ()] o

where 7 = 72/(2D) is the typical recovery time.

1.6 Two binding states

The generalization of our model to multiple binding states is straightforward.
We give the definitions and the final equations for the case of two binding
states. Denote as before the free particles by F' (concentration f), the bound
particles of type (1) as C() (concentration ¢(1)), and the bound particles of

10



type (2) as C® (). Static particles have constant (in space and time)

concentration 3. The reactions are:

(1)
P s fn cW,

1)
koff

(2)
P s o c®,

off
where
on r<rs,
on Trs <r< Tn-

F r<rTsg,

off Te < T <Tp,

on r<rs,

on s <1 <Tp.

(2,9)
k‘(2) (r) = kg r<Trs,
off g Ts <1 < Ty

(33)

With two binding states, it is possible to implement a biological model in
which there are different types of binding sites inside and outside the spot.
We assume as in Section 1.1 that the binding sites are immobile and the
the bleaching does not disturb the chemical equilibrium. We can therefore
use the pseudo-on rates as in Section 1.2 and obtain the following reaction-

diffusion system:

% =DV2f— kM4 k(();)c(l) — k24 k((jf)c(z)’
(1)
0 kA
)
O k)~ K2,
B(t) = Bt =0).
The boundary condition is as in Section 1.2:
0
af(ﬂ t) =0.

r=rp

11



The total signal is the sum of the concentrations of the static particles, the
free particles, the bound particles of type (1), and the bound particles of type
(2) in the region r < rg. Thus, at t < 0 when the system is in equilibrium,

(Li) . (20)
I(t<0)=feq {1+ 15+ g | TA=1 (36)
off off

The initial conditions can therefore be written as:

AR RAN
f(t=0)=feq=(1-5) 1"‘7‘*‘@ )

(1,9)
koff off
" 0 r< T,
1 _ _ -1
c(t=0) = 1,0 (1,0) (1,9) (2.4)
’ k“Oﬂ’ kony kon’
c'(aq ) = (1 - /6) k(l,o) (1 + k;(l'i) + k‘<2’z)> Ts <r< TTL?
off off off
o) 0 r<rs,
(t=0)=1 (20 (2.0) Wy e\
’ kon’ kon’ k‘on’
C'(Eq = (1- 6) (2:9) 1+ L1 + 520 Ts < T < T,
off off off
Bt=0)=0 "< (37)
B re<r<ry.

Laplace transforming Eq. (34) t — p as in Section 1.4 we obtain for the
bound particles:

(1,%)
kon
oL r<r,
(1) _ ) plkeg
T gL
—5 rs <1< Tn,
p+koﬂ’
(2,7)
kon(gf) r<r;s,
(2) _ ) ptkoy 38
= 0(2,03+k(2,o)f (38)
e (2"2) re < 1T < Th.
p+koﬂ’

For the free particles, we obtain the same equation as in Section 1.4

@ f(r,p) r<rs,

2 (39)
@Gf(r,p) =V rs<r<ry,

V2 f(r,p) = {

12



but where now

) » (lz) (21
% =5 L+ K K
D p+k(1 p+k(2

(1,0)
2 p kon
gG=7(1+ - ~ (40)
D < D+ k(l p+ k(2 )
and (10) (2.0)
kon’ ks’
v=tufy (10 + 20 (41)
D p+ kg p+ kg

The solution of these equations is exactly as in Sectlon 1.4; one simply must
use the new definitions of ¢;, ¢o, and V' (e.g., in Eq. (20) for A). The total
signal is

ko ks \ hgirm
I(p) =24 | 1+ —"5 + — 5 1(' ), (42)
ptkg’  prky) am
For long times,
1
I(t—00)=(1-p)————, 43
=20 = (1A (43)

(1,2) 2 ,1)
exactly as in Section 1.5.1, but where now p; = 1 + :?{1’2) + k (2 5 and p, =
T

DH
k;( ,0)

k(l ,0)

2 o)
1+ + k (2 57+ In the reaction-dominant limit, repeating the calculation

of Sectlon 1.5. 2 gives

kLY kS
Z(p) = (1 T Ty T @i |~
D+ kg D+ kg

kSy©) kS0
feq(1 —€2) <1+ + —eno 0>>

1,0)
pkis” kg

(1,4) (2,4) (1,0) (2,0) '
k k k k
1 62 on___ on___ 1 _ 62 on on
i [ prkg” g ( ) prhg”  pkg”
(44)

X

2 Processing of experimental data

2.1 The bleaching radius

An important parameter of our model is the bleaching radius. We assumed
that the bleaching profile is a perfect circle with radius rs, that is, all

13



molecules with r < rg are completely bleached while all molecules with
r > rg aren’t. This is not necessarily true in reality due to (a) the Gaussian
profile of the laser beam [8] and (b) diffusion during bleaching that results
in partial recovery of the signal before the end of the bleaching stage of the
experiment [9].

Directly including these factors in our biological model is not always
mathematically feasible (some approaches are presented in, e.g., [9, 10, 11,
12, 13, 14, 15], for conditions somewhat different than ours). In particular,
it is likely to be extremely hard to incorporate both inhomogeneous binding
and non-circular profile (McNally PC). To avoid such complications but still
take into account the effects on a non-circular bleaching profile, we adopted
the method used, e.g., in [8, 16, 4, 17]. In this method, a circular bleaching
profile is assumed, but the bleaching radius is not the software-preset radius
but is instead an effective radius determined from the observed non-uniform
bleaching profile.

To obtain the effective radius, we captured X post-bleach images (were
cells immobilized? they shouldn’t be to account for diffusion during bleach-
ing). We then calculated, for each figure, the average intensity (Z(r)), where
r is the distance from the bleaching spot center, and the average is over all
images. We let ry = arg max (Z(r)) and (Z'(r)) = (Z(r)) / (Z(rp)), such

that (Z'(r.,)) = 1 (alternatively, we defined (Z(rps)) as the average intensity
for all points with » > X, and pruned to 1 each value of (Z’ (r)> larger than
1). We then defined the average bleaching intensity <B( )) = <I’( )) Fi-
nally, we computed the average total bleached area ( f W 27r (B(r)) dr,
where the integral was evaluated using the trapezo1d method. Had the
bleaching profile been perfectly circular with radius r4, we would have had
(S) = mr2. Equating these two expressions for the average bleached area we

obtain
ry = \//O Y or (Br)) dr (45)

Thus, the effective radius is that of a perfectly circular bleaching profile that
would yield that same amount of bleaching as the experimental one.

We also considered calculating the bleaching intensity (B(r)) directly,
by subtracting the post-bleach image from the pre-bleach image. We cor-
rected for global intensity changes by subtracting a constant value from the
resulting (B(r)) such that the average of (B(r)) for r > X will be zero.

14



2.2 The nuclear radius

The radius of the nucleus r,, was obtained by calculating first the average
(over Z images) of the area of the nucleus (S,). The radius was then ob-
tained from 772 = (S,,).

2.3 The monitoring radius

The monitoring radius was set to...

2.4 Data acquisition and normalization

Captured images were processed first by background subtraction (how?).
The rate of fluorescence loss during observation was measured in a neigh-
boring cell and used to normalize the signal intensity at the investigated
cell. (details?). The normalized signal was then divided by the average
(how?) pre-bleach signal. The final normalized intensity therefore satisfies
Z(t=0)=1; 0<Z(t) < 1. For each cell line or treatment, recovery curves
from Y different cells were averaged. The obtained time series was then
logarithmically binned, i.e., data points were averaged over time periods of
exponentially increasing length. The averaged curve Ze,(t) was fit to the
model (Section 1.2) to infer the kinetic parameters, as described in the next
subsection.

2.5 The static fraction

The concentration of the static particles, 3, was obtained as follows. We
performed a FRAP experiment with a particularly small r,, such that € =
rs/rn — 0. In this case, Z(t — o0) = (1 — 5) (Eq. (26)), enabling direct
measurement of (3.

(Add details)

2.6 Data fitting

The first step in data fitting was the determination of the kinetic model, as
follows.

e One reaction and diffusion. In that case, the parameters to be fit are
D, ko, kog. We use Eq. (22) for the total signal Z(t).

e Diffusion only (no reactions). In that case we set ko, = 0 and the only
parameter to be fit is D. Here we also Eq. (22).

15



e Two reactions and diffusion. Here the parameters to be fit are D, k&), kég, ké%’, k:c(jf)

and we use Eq. (42).

e One state reaction-dominant. In that case, diffusion is assumed to be
infinitely fast and we only fit kop, kog. We use Eq. (30) for the total
signal.

e Two states reaction-dominant. Here we fit k&), k(();f), k(()i), k((jf) We use

Eq. (44).
e For each reaction, the values of k(()lr?, k‘(()g, k(()?l), k‘(()?f) are determined based
on the binding model:

— Homogeneous binding. In that case, k((fn) = k(()?]) = kon, k((fﬂ)f =

k9 = ko,
— Internal binding. In that case, k:(()Q = kon, k:(()fl) =0, k(()g = ko,

k((ff)f) irrelevant.

— External binding. In that case, k(()%) = kon, k:((fn) =0, k(()(f)f) = kos,

k((fﬂ)r irrelevant.

The experimental parameters rg, 7y, rm, and 3 are determined as explained
in Sections 2.1, 2.2, 2.3, and 2.5, respectively. At this point, we have an
equation for the total signal Z(¢) that depends only on parameters that we
either obtained experimentally or we are about to fit.

Initial guess for the parameters (any subset of D, k:((,%), k:(()}f), k(()%), k:c()?f)) was
taken from the literature or obtained from manual coarse-grained scanning
of the parameter space. A time vector was created that contains the ex-
perimental time points. The Matlab [18] routine Isqgcurvefit was used to fit
the model to the experimental curve, starting from the initial guess. All
fitted parameters were forced to be positive. The standard error of the fit-
ted parameters were calculated with the Matlab function niparci (by forcing
the function to return the se variable instead of the confidence intervals).
The inverse Laplace transforms were computed with the inviap.m Matlab
function [19]. The maximum theoretical recovery was calculated from Eq.
(26) for one reaction and from Eq. (43) for two reactions.

2.7 Testing the quality of the fit

The first measure of the quality of the fit was the standard error (SE) in the
values of the fitted parameters (as calculated by Matlab, see Section 2.6).
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We give the following goodness of fit index. We first calculate the percentage
of the SE from the parameter value (coefficient of variation like). We then
report the maximal percentage across all fitted parameters. The smallest
this measure is, the better the fit.

The averaged squared error between the model total signal and the exper-
imental recovery curve (Mean SSE) = i SimoIZ(t) — Texp ()] ((to, t1s es tm)
is the time vector) is a measure of the deviation between of the model and
the experiment. To test the quality of the fit, we plotted the Mean SSE
for several values of the fitted parameters, centered around the values sug-
gested by the fitting procedure. Specifically, values of D, ko, and kog were
generated in equal spacing (on a logarithmic scale), and Z(t) was calculated
based on the kinetic model for each parameter combination. We then plot-
ted the SSE vs. D and vs. ko, and kog. In the latter case, we plotted a
two-dimensional array, color-coded according to the Mean SSE, producing
the quality-of-fit ‘heat map’. A distinguishable minimum in the Mean SSE
plot at the values returned by the fitting procedure indicates a good fit.

Even for a deep minimum, it could be that starting the fitting process
from a different initial guess would end up in a different minimum which has
an even lower Mean SSE. We therefore repeated the fitting procedure from
a sample of random starting points. We started with the parameter values
that were obtained from the user-supplied initial guess. For reaction rate
parameters (kons and kogs), we multiplied the parameter with 10%, where u
is uniformly distributed in [— X, X]. For the other parameters, we randomly
either multiplied or divided by u, where w is uniformly distributed in [1,Y].
This way we scan a large range of order of magnitudes of reaction rates,
since they can vary widely, but remain within the same order of magnitude
for the other parameters.

After drawing the random initial guesses, we ran the fitting procedure
starting from these guesses and recorded the fitted parameters and the Mean
SSEs. To quantify the difference in the fitting parameters, we calculated,
for each random initial guess, the percentage by which each fitted parameter
value differs from the value fitted with the user-supplied initial guess. We
then calculated the maximum of those percentages over all parameters (e.g.,
D, kon, koft, etc.), giving a single index of disparity for each random initial
guess. We then plotted the Mean SSE vs. this index. If the fit was unique,
there will be two clusters of points: (1) points where the fitted parameters
are not too different from the user-supplied fitted values (the fitting proce-
dure converged to the same minimum), and the Mean SSE is similar; (2)
points where the fitted parameters are very different from the user-supplied
fitted values, and the Mean SSE is much larger than the user-supplied one.
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This means that other minima in the SSE landscape are much shallower
than the user-supplied one. On the other hand, if there are points where
the parameter values are different from the user-supplied fitted values but
the Mean SSE is equal or smaller than the user-supplied one, this means that
the minimum originally found is not reliable. As a quantitative measures,
we report the number of random starting points that yielded smaller Mean
SSE than the user supplied one, and the ratio between the median Mean
SSEs of random starting points whose fitted parameters are far from the
user-supplied fitted parameters (by at least X%) to the user-supplied Mean
SSE. The latter measure can roughly quantify the increase in the Mean
SSE when the fitting procedure reached a different minimum from the one
originally found.

2.8 Simultaneous fitting of multiple experiments

Fitting means finding the parameter set that will minimize the SSE. We
attempt to fit up to five parameters; such a multi-dimensional optimization
problem is very hard— it is almost impossible to perform an exhaustive
search that will find the absolute, global minimum. Fitting procedures thus
usually search a good local minimum. The specific minimum we end at
depends on the structure of the SSE space. We observed in heat maps of
real experiments that the SSE space is in many cases quite flat; the global
minimum can be easily missed.

We therefore fitted multiple experiments in parallel. The parameter
set to fit was determined as in Section 2.6. For each set of values taken
by the fitted parameters, we generated a model curve for each experiment
separately. If experiments had different experimental configurations, e.g.,
different bleaching or monitoring radii, this was taken into account when
solving the model. We then concatenated all the experimental curves into
one long time series, and did similarly for the model curves. We searched for
parameters that fit the combined experimental data. This way, we increased
significantly the number of data points we fit our data to, and hopefully
reached a deeper minimum. A similar approach was proposed in [15, 20],
where multiple FRAP curves were simultaneously fitted.

3 A FLIP model

To our knowledge, the FLIP model described below, although based on the
framework of [1], is the first quantitative theory of FLIP.
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3.1 Model definition

In FLIP, the region r < 7y is continuously bleached and the fluorescence loss

in r > rs is observed. We use the same basic reaction-diffusion model as in
kon

Section 1, and consider first the single binding state reaction F' + .S k: C.
off

The reaction-diffusion equations remain the same,

0

9 _ DV f — konf + kogrc,

ot

Oc

ot = konf — koftc,

B=p(t=0). (46)

These equations, as well as the reaction rates ko, and kqg, are defined only
for rs < r < ry, and therefore the reaction rates need not be split to the
different regions as in Section 1.2. One boundary condition is the reflecting
walls of the nucleus: 5

—f(rt =0. 47

5/ 0| (47)
The other boundary condition describes the continuous bleaching of the
spot r < rs. If the bleaching is perfectly continuous for all times ¢ > 0, the
bleaching boundary condition is given by

f(r=rst)=0. (48)

This is an absorbing boundary at r = rg, since any molecule that arrives
to r < rg loses its visibility and therefore disappears. In practice, due
to experimental obstacles (details?), the spot r < ry is not continuously
bleached, and some of the molecules that arrive into the spot are able to
escape without losing their fluorescence. We denote the times the spot is
bleached as the bleaching periods.

To account for the discontinuous nature of the bleaching, we approximate
the boundary at r = rg as an imperfectly absorbing boundary (or radiation
boundary [5]). In this boundary, particles are either absorbed or reflected
when they hit the boundary. This is an approximation, because particles
in FLIP are not reflected immediately when they hit the boundary, but can
rather travel in the spot. If a particle is still in the spot at the time of the
next bleaching period, it will then be eliminated. Otherwise, the particle
will be outside the spot at the next bleaching period and will thus survive.
The latter case can be approximated as if the particle has been reflected
already when it first hit the spot boundary.
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Formally, the imperfect absorption boundary condition is

f(r=rst)=a %f(r, t) L (49)
where « has units of 1/length. Eq. (48) is obtained from (49) in the limit
a — 0 (o — oo is the perfect reflection limit).

In FLIP, the total signal Z(¢) is defined as the average concentration
of visible molecules in the ring limited by the circles r = r; and r = ro,
rs <11 < T9 < ry,. Here, there are two monitoring radii, r; and ro. Mathe-
matically,

()= — /T227rr[f(r,t)+c(r,t)+ﬁ(r,t)]dr. (50)

d (r% - 7’1) 1

To obtain the initial conditions (again, only for ry < r < r,) we assume
the system is in equilibrium prior to the beginning of the experiment. The
equilibrium concentrations foq and ceq are determined by the equilibrium
equation Ko feq = KoffCeq and by the normalization of the total signal feq +
Ceq + B =1 (as before, B(r,t) = B(r,t = 0) = [ is the concentration of the
static particles). Thus

koff
t=0)= fog=(1—p)—off
f(r7 ) fq ( /B)k011+k0ff
kon
kon+koff‘

By that we completely specified our FLIP model.

c(r,t=0)=ceq=(1-p)

3.2 Model solution

We approach the FLIP model as in Section 1.4. Laplace transforming Eq.
(46) we obtain

pf— feq = DVQf — konf + kofrc,

PC — Coq = konf — KoficC. (52)
The solution of ¢ in terms of f is
Ceq T konf
= on/ 53
¢ D+ koff ( )
Substituting Eq. (53) in Eq. (52) we have
Vi = 2f -V, (54)
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ptkog ptkos
konfeq). This is the same as in Section 1.4. The solution for f is

where ¢ = % (1_|_ Eon ) and V = %q (1+ ﬂ) (we used kofiCeq =

f=Aly(qr) + BKo(qr) + ; (55)

Applying the boundary conditions (47) and (49) gives equations for the
prefactors A and B:

Aqli(qryn) — BqKi(qra) =0,

\%4
Aly(qrs) + BKo(grs) + 7z = a[Aql(qrs) — BqKi(qrs)]. (56)
This yields
A — KKl(an)
¢> den ’
V Ii(qry)
B=— o7
q¢?> den (57)
where
den = aqli(qrs)K1(grn)—aqli(qra) Ki(grs)—Io(qrs) Ki(grn) —I1(qrn) Ko(qrs)-
(58)
The total signal is given by
1 2
T) = — 5 [ 200 (fp) + clrip) + )] dr
m(r3—r}) Jr
1 "2 kon Ce 5}
- o |t (14 b4 4 Py
TF(T‘% —7“%) /Tl [f( p) ( p+koff> p+kot P
1 -+ _kon 79
= B 4 Cea 2p+k°§ / 2 f (r, t)dr
P ptke  w(r3—r}) ),
k
Pyt gt ']
= — 2 2 Al BK, — | d
D " ptker  w(r3—r?) ) ™ | Adolar) + BEolar) + 7
B Ceq ( kon >
==+ +(1+ x 59
P P+ kot P+ Kot (59)
I — il K —mK
" KQ 4oa™2 1((17“2)2 7“121(617“1) _op™? 1((17“2)2 7“12 1(qr1) 7
q q(r3 — 1) q(r3 —ri)
where we used the relations [rI1(r)]" = rly(r), [rK1(r)]" = —rKo(r), and

L{B} = B/p. Thus, for given S,rs,rn, D, kon, kot, &, 71, r2, the total signal
Z(t) can be obtained from Eq. (59) upon Laplace inversion p — t. This is
done numerically, as explained in Section 3.4.
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3.3 Special cases

In this Section we briefly treat a number of special cases, as in Section 1.5.

3.3.1 Infinite times

In FLIP, free visible molecules are continuously lost in the bleached spot.
Also, every bound molecule eventually detaches from the binding site and
becomes free (after which it is bleached). Thus, after long enough times,
the total observed signal decays to the fraction of static particle 3.

3.3.2 The reaction-dominant limit

The reaction-dominant limit is much simpler compared to FRAP (Section
1.5.2). Since the diffusion of the free molecules is extremely fast, it can be
assumed that all molecules are bleached immediately once they become free.
Thus, f = 0 at all times (¢ > 0). We are left with an ordinary differential
equation for ¢,

dc

5=
with the initial condition ¢(t = 0) = ceq. The solution (and thereby the
total signal) is:

_kof‘fca (60)

Z(t) = B+ c(t) = B+ coqe Fer. (61)

3.3.3 Diffusion only

The limit when the process is dominated by diffusion is obtained simply by
setting kon = 0, as in FRAP (Section 1.5.3).

3.3.4 Two binding states

In FLIP, adding another binding state does not fundamentally change the
physical situation, since in FLIP we only probe the region outside the spot.
Two binding states can be interesting though if we measure the fluorescent
signal only from one species of bound particles. According to the model,
the binding sites of both types are evenly spread in the nucleus, prohibiting
measurement of one species only. However, it is sometimes experimentally
possible (e.g., based on external information such as the physical appearance
of the bound particles of each species) to single out the fluorescence coming
from one type of sites. We state here the final results for this case. The
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reactions are (Section 1.6)

)
P s B oo
ey ’
off
kG
F+8% = c® (62)
e
off
where here the reaction rates are defined only in the region r; < r < ry.
The reaction-diffusion system of equations is:

0

a—{ =DV — kD f+ ke — k2 4 k2,
M

g,
@)

g e,

B8=p(t=0). (63)

The boundary condition for f is as in Section 3.1. The total measured signal
is:

I =t /mw £+ Ot + 80rn)] dr, (64)

T (T% - 7“1) r1
namely we measure the fluorescence coming from static particles, free par-
ticles and bound particles only of type (1). Assuming equilibrium for ¢ < 0
and normalization of Z(t), the initial conditions are

kS
frt=0)=foq=0=B)—5" 7
“ kS + k)
0 () Ko
cH(rt=0)= Ceq = (1 _B)%>
k) + k(Y
2 2 k:((,%) k(if)
Pt =0)=cf) = (1-8) - (65)
kot Kon + Kog
In Laplace space t — p, the concentrations of the bound particles are
1 1
C(l) _ ng) + k(()n)f
p+ kgf)
(2) (2
Ceq + Kon f
o2 — =& — (66)
p+ kg
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For the free particles, Eq. (63) reduces to
Vif=df-V, (67)

where

2Py, kS N 12
= o) @ |

p+k p+ kg
A ks k2
V= % 1+ T+ @ |- (68)
P+ koff P+ koff

The solution of f, D, and ¢? is exactly as in Section 3.2, but the new
definitions of ¢?> and V must be used. Substituting f and ¢(!) in Eq. (64)
for the total signal,

g kY k)
P p+ky P+ kg
\% roli(qre) — r1l1(qry) roKi(qra) — r1Ki(qry)

- 2B
(7 =77) 0 =71)

Note that (69) is exactly as (59) (the single binding state) except that kon
and kog are replaced by kc(nlq) and k<(>27 respectively. This is because when
solving for the total signal, we take into account only binding sites of type
(1). The infinite time limit, the reaction-dominant limit, and the diffusion
only case are exactly as in the case of a single binding state (Sections 3.3.1,
3.3.2, and 3.3.3, respectively).
In case we measure the total fluorescence coming from all visible molecules,

the initial conditions become (cf. Eq. (37)):

X

— +24A
PE

KD RO\
f(t:()):feq:(l_ﬁ) 1+ + s
PORETE)
off off
-1
kY kS kD)
C(l)(tZO):Cg(ll):(l—ﬁ)T) 1+(71)+W )
koff koff koff
(2) (1) @)\ !
D=0 -u-pis (dn s ) o
k k k
off off off
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The constants V and ¢? remain the same. The total signal is the average
concentration of f 4+ ¢(!) 4 ¢2) in the ring:

p p+l<:$f) p+k:$f) p+k((n£f) p+k§f)

_ ZBT2K1(Q7"2) —rKi(gr)
103 ) 103 )

The reaction dominant limit becomes a double exponential,

B e e S &
I(p) ==+ —=+——=+ |1+ + X (71)

I — 7l
o K2+2AT2 1(gr2) — rili(gr1)
q

I(t) = B+ cDehortt + Dehat, (72)

3.4 Data processing

The computational pipeline for data processing is similar to that of FRAP
(Section 2). The radii ry and 7, are obtained as in Sections 2.1 and 2.2,
respectively. The static fraction ( is equal to the long time limit of the total
signal (in any configuration), and thus can be easily estimated. Images
are acquired, corrected, and averaged as in Section 2.4. Here, Zeyp(t) is
calculated as the average signal intensity in the ring limited by the given
parameters 1 and ro. If there are two binding states, we compute the
average either over the entire ring or only over these areas in the ring in
which we observe bound particles of one species.

The parameters to fit are as follows. For one reaction and diffusion, we
fit o, D, kon, and kog (Eq. (59) for the total signal) (or do we always have
perfect absorption o« = 07). For diffusion only, we fit only o and D (Eq.
(59) with kon = 0). For a reaction-dominant process (one reaction, or two
reactions when we measure the fluorescence of one species only), we fit kop
and ko (Eq. (61); note that ceq depends on kop). With two reactions and
diffusion, we fit o, D, kéi), k((;f), ké%), or k((jf) (Eq. (69) if we measure one
species and Eq. (71) if we measure both). In a reaction-dominant process

with two binding states when we measure both species, we fit ké}l) , kgf), é?,

and k) (Bq. (72)).

For each experimental data Zey,(t), we search for the parameters that
give the best fit of Z(t) to Zexp(t). We create an initial guess according to
the literature, to manual scanning, or to the FRAP results. We then use the
Matlab procedures Ilsqcurvefit to calculate the best fit parameters, niparci
to calculate confidence intervals, and invlap [19] to calculate inverse Laplace
transforms, exactly as in Section 2.6. Plots of the sum of squared errors (be-

tween Zeyp () and Z(t)) vs. D or vs. koy and kog are generated as in Section
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2.6.

We also combine FLIP curves and FRAP curves for simultaneous fit

(as long as the binding model and the set of fitted parameters are the same)
as in Section 2.8.

3.5 Comment

Theory was developed for a somewhat different continuous photobleaching
experiment [21]. In that paper, a circle was continuously bleached as in
FLIP, however in low laser intensity. This causes partial, slow bleaching of
the molecules in the spot. The intensity is then averaged over the spot (as
opposed to over a ring outside the spot in FLIP).
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